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Unità di Ricerca INFM and Dipartimento di Fisica, Università dell’ Aquila, 67010 Coppito,
L’Aquila, Italy

Received 26 July 2000, in final form 3 January 2001

Abstract
Extended x-ray absorption fine structure (EXAFS) spectroscopy exploits the
quantum interference resulting from the scattering of a photoelectron, generated
by the excitation of a core level, by the potential of the surrounding atoms.
From the interference pattern it is possible to determine the distance and
average distribution of the nearest neighbours from the photoabsorbing atomic
species. This spectroscopy therefore provides a unique site-selective local
structural probe in condensed matter which is ideal for investigating the average
environment of specific elements in a liquid. In the last 20 years we have
seen substantial developments in the experimental techniques which nowadays
allow scientists to perform EXAFS experiments under extreme conditions of
high pressure and temperature that were not even conceivable just a few years
ago. These techniques have been applied to the investigations of metals,
semiconductors, molecular fluids and solutions, as a function of pressure
and temperature and through phase transitions, attracting a wide scientific
community towards this spectroscopy. The complete understanding of the x-ray
absorption signal is however a challenging theoretical problem involving the
many-electron response of the system. Our current theoretical framework for
the interpretation of the EXAFS spectra is based on the solution of an effective
one-electron problem. This theory is nevertheless accurate enough to be used
in a quantitative data analysis able to retrieve valuable structural information.

1. Introduction

In the hard x-ray range, photon absorption is mainly determined by core-electron excitations.
The dominant one-electron nature of these processes is demonstrated by the existence of
main absorption edges corresponding to transitions of 1s (K-edge), 2s (LI-edge), 2p1/2 (LII-
edge), and 2p3/2 (LIII-edge) electrons to unoccupied states. These edges have a characteristic
energy which increases regularly with the atomic number Z. For a given element and
absorption channel, the final states involved in the transition depend crucially on their final
energy Ef = Ei + h̄ω. At the channel edge, contributions from bound resonances are often
observed, whereas above the continuum threshold E0 (usually located a few eV above the
experimental threshold) the final one-electron states belong to the continuum spectrum. In
such a case, the photoabsorption process creates a photoelectron with a well defined energy
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h̄ω−E0 = h̄2k2/2m (where k is the photoelectron wavevector and m the electron mass) which
escapes from the emitting atom probing its local environment. The final state continuum
wavefunction of the photoelectron is influenced by the potentials of the atoms surrounding
the photoabsorber resulting in a quantum interference effect visible as an oscillation of the
absorption cross-section as a function of the photon energy E = h̄ω.

The first observations of this phenomenon, which is at present commonly referred to as
extended x-ray absorption fine structure (EXAFS)1, can be dated to around the year 1920
and were made at the Siegbahn laboratory in Lund (Sweden) [1]. The first comprehensive
theoretical treatment of this ‘fine structure’ was made by Kronig [2–4] who developed theories
suitable for molecules and crystalline solids. A pioneering theoretical calculation of the fine
structure for the GeCl4 molecule was made by Hartree et al [5]. The basic understanding of
the EXAFS phenomenon and of its intrinsic short-range nature was already clear from these
early days of modern science. However, due to the computational limitations of the time, the
validity of certain approximations could not be fully appreciated. A complete review of the
historical steps towards the modern formulations of the theory of the x-ray absorption fine
structure (XAFS) can be found elsewhere [6].

The application of EXAFS to the liquid (or disordered) state of matter began rather
early. Mention of the collection of spectra on aqueous solutions or molecular liquids can
be found in several historical papers [7–9]. However, the first experiment performed with the
clear motivation of comparing the XAFS of gaseous, liquid and solid phases was performed
by Dryński and Smoluchowski [10] in 1939 on GeCl4 (and AsCl3 [11]) molecules. These
authors noticed a substantial similarity among the spectra of the gaseous and liquid phases in
agreement with the qualitative understanding of the liquid state of matter available at the time
and supporting the dominant molecular (and short-range) origin of the EXAFS signal in these
systems.

After 1940, the potential usage of EXAFS to provide information on disordered (or liquid)
matter remained latent for several decades. A controversy among supporters of a long-range
against a short-range interpretation of the EXAFS developed and diverted most scientific efforts
to sterile activities. Some exceptions include the work performed by a Japanese group in Osaka
to apply EXAFS to the investigation of the structure of amorphous systems. They measured
and compared EXAFS spectra of amorphous Ni–S alloys with those of the same samples after
recrystallization [12]. Later, they compared spectra of amorphous and crystalline Ge [13],
initiating what was going to become a very popular practice in later years. They realized that
in spite of the amorphous x-ray diffraction pattern certain systems presented an EXAFS quite
similar to some of the crystalline counterparts calling for a short-range interpretation of the
signal, and, at the same time, demonstrating the existence of considerable short-range order in
these systems. Similar observations were made by another group on GeO2 polymorphs [14].
Short-range order theories were also supported by subsequent studies of the similarities of
spectra for K3[Fe(CN)6] in the solid state and in solution [15].

The beginning of the modern age of EXAFS is usually considered to coincide with the
publication in 1971 of the celebrated paper by Sayers et al [16] who proposed for the first time
the possibility of inversion of the EXAFS signal using a Fourier transformation algorithm.
They clearly addressed the possibility of investigating non-crystalline structures with this
method and applied it to c-Ge and a-Ge. Another major breakthrough in the technique in
those years was certainly associated with the development of synchrotron radiation EXAFS

1 In spectroscopy the term fine structure is commonly used to indicate the splitting arising from small magnetic
(spin–orbit) interactions. These effects, however, have nothing to do with the present phenomenon. In spite of such
a misleading character the name EXAFS has come into common usage. The acronym XAFS was introduced later to
also include the near edge structure region.
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facilities which made it possible to collect excellent quality spectra in a short time. Kincaid and
Eisenberger [17] at Stanford measured improved spectra of Kr, Br2 and GeCl4 in the gas phase
and emphasized the limitations of the available theories to account for the observed signals.
These authors also initiated the modern applications of EXAFS to aqueous solutions [18]. It
was realized that the element selectivity of the x-ray absorption spectroscopy (XAS) allowed
one to study the environment of a solvated ion also in the case of dilute solutions and typical
Cu2+–O and Br−–O distances in the first hydration shell were determined for the first time.
Similar works were performed by Sandstrom and co-workers on Ni2+ solutions [19,20]. Other
authors in Orsay investigated more concentrated solutions and identified contributions from
ionic pairing in the signal [21, 22].

The first measurements of the EXAFS for a metallic liquid were made in these years by
Petersen and Kunz in Hamburg [23, 24] in the soft x-ray range on Na, Al (LII,III-edges) and
Li (K-edge). These authors used a partial photoelectric yield method to measure a signal
proportional to the absorption coefficient and performed the measurements under ultra-high
vacuum conditions. The main motivation of these experiments was to elucidate the origin of
the threshold features in terms of structural versus many-body effects predicted at the time.
Crozier and co-workers performed pioneering x-ray absorption experiments on the liquid
semiconductor As2Se3 [25] and on solid and liquid Zn [26]. In this latter paper the importance
of accounting for an asymmetric atomic distribution in the data analysis was emphasized.

Although not strictly related to the liquid state, mention should also be made of the
beautiful investigations performed in these years by Boyce, Hayes and co-workers [27–30] on
the structure and ionic conduction mechanism in AgI and other superionic conductors. These
authors tackled a rather complicated structural problem and demonstrated the power of the
EXAFS technique to provide a unique insight. They developed a successful excluded volume
model to describe the disordered cation distribution [28, 31] and addressed the possibility of
gaining insight into the short-range shape of the interaction potential in condensed matter [29].

The status of EXAFS spectroscopy at the beginning of the 1980s is illustrated by several
reviews [32–34] and books [35]. The EXAFS signal χ(k) = (µ(E) − µ0(E))/µedge(E),
defined as the fractional oscillation of the absorption coefficientµ(E)with respect to the atomic
background µ0(E), as a function of the photoelectron wavevector k = √

2m(E − E0)/h̄

(calculated with respect to a guessed continuum threshold E0), and normalized to the atomic
cross-section of the edge under consideration µedge(E), was written as the sum of single-
scattering contributions from each shell j containingNj equivalent neighbours with a Gaussian
distribution of variance σ 2

j around the average distanceRj . For K-edges and after a polarization
average:

χ(k) =
∑
j

Nj

k R2
j

e−2Rj /λj (k) |fj (k, π)| sin
(
2kRj + 2δ′

1(k) + φj (k)
)

e−2σ 2
j k

2
(1)

where |fj (k, π)| and φj (k) are the backscattering amplitude and phase function of the
neighbours j , δ′

1(k) is the � = 1 phaseshift for the photoabsorber atom, and λj (k) is
a phenomenological mean-free-path term accounting for inelastic losses. In spite of the
numerous approximations contained in this approach and the total inadequacy of a Gaussian
shell model for describing atomic distributions in liquids, this expression is, quite surprisingly,
still widely used today to interpret spectra of liquid phase samples. The more general expression
where the sum over the shells and the so called EXAFS Debye–Waller factor exp(−2σ 2

j k
2)

are substituted by a proper integration over a pair distribution function g(r) was available [33]
and was exploited quite early [26], but it has not become as popular as it should have been. A
valuable reference monograph on the effect of disorder on EXAFS can be found elsewhere [36].

The recent history of EXAFS and of its application to investigate the liquid state of
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matter is unfortunately rather inhomogeous from the point of view of the scientific quality.
The popularity of the technique and the intrinsic simplicity of equation (1) have attracted a
wide scientific community of physicists, chemists, biologists and earth scientists, with the
perspective of finding simple solutions to several applied structural problems. As a result of
this, a considerable development of theoretical as well as experimental techniques has occurred
in the last 20 years. At the same time, however, the unavoidable conduction of scientific work
without full knowledge of approximations and limitations in our understanding of such a
complicated physical phenomenon, has led sometimes to ambiguous results and mistakes.

It is the purpose of this review to illustrate the major advances in EXAFS spectroscopy
as applied to the liquid state of matter that have occurred over the last 20 years. An area of
extraordinary development has been that of the experimental techniques able to generate non-
standard and extreme sample environment conditions. The major achievements in this field are
reviewed in the next section 2, separate from the discussion of the actual scientific applications
which is reported in section 5. The theoretical framework behind the modern data analysis
is illustrated in section 3, while specific issues for the data analysis for liquids are discussed
in section 4. Several considerations will apply also to disordered systems in general, such as
glasses and amorphous covalent solids. For the theoretical part, consideration is taken of the
recent publication of a review article on the XAFS theory [37] in order to avoid duplication,
and emphasis is given to the issues more strictly related to the treatment of disordered matter.

2. Experimental methods

In recent years there have been enormous developments in experimental techniques. The
possibility of performing physical measurements under extreme high-pressure and/or high-
temperature conditions has opened novel fields of investigation and has attracted a wide
scientific community towards the EXAFS spectroscopy.

This section will mainly focus on the experimental aspects of various techniques suitable
for the collection of high-quality x-ray absorption spectra in the transmission detection mode.
For bulk samples, this is the most effective way to measure the absorption coefficient of a
substance, that (assuming an exponential decay I1(x) = I0 exp(−µx) of the beam intensity
as a function of the distance x through the sample) is in practice calculated as α(E) =
ln(S0/S1) = ln(I0/I1) + ln(ε0/ε1). The Si are the output signals from transmission detectors,
such as ionization chambers, placed before and after the sample, which are proportional to
the intensities of the incoming I0 and transmitted I1 beams through weakly energy-dependent
efficiency functions εi . The second term can be eliminated by running a blank reference
spectrum without sample (although this is not usually done), apart from this ln(ε0/ε1) smooth
underlying background function α(E) ≈ µ(E) d, where d is the sample thickness.

This expression assumes that each portion of the x-ray beam is exponentially attenuated
in the same way through the sample and therefore requires the usage of homogeneous samples
with a uniform thickness. Considering that the optimal thicknesses for x-rays is of the order
of 10 µm it can be understood that homogeneity is by far the most challenging experimental
problem for liquid samples, which often require confinement under extreme conditions of high
temperature and high pressure. In the presence of a thickness distribution non-linear effects
are found to reduce the contrast in the spectra [38, 39]. In the context of measurements of
liquid phase samples [40], it has been shown that the experimental absorption signal can be
expressed in a series expansion of the cumulant generating function !d(t) of the thickness
distribution f (d) as:

α(E) = −!d(−µ(E)) � µ(E) d − 1
2µ(E)2σ 2

d + O(µ3) (2)
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where d represents the average thickness and σ 2
d the thickness variance.

An additional contribution to the apparent absorption of a sample α(E) comes from
the scattered radiation. The energy variations of this contribution are usually negligible for
disordered or powder crystalline samples. For single crystals, instead, Bragg reflections will
occur at precise photon energies (depending on sample orientation) giving rise to a sequence of
narrow apparent absorption peaks in the spectrum whose density increases considerably with
energy. This occurrence largely limits the usage of single-crystal (diamond) window materials
for XAS.

The confinement of a liquid sample in a shape suitable for EXAFS investigations is
therefore a challenging experimental problem. This issue was clearly addressed in the
pioneering investigation on liquid GeCl4 [10] where a quartz cell ending with a sealed capillary
was built adopting a non-ideal cylindrical sample geometry to allow for an easier and cleaner
confinement. Most of the currently used techniques fall between the two classes illustrated
schematically in figure 1. In the first strategy shown in figure 1(a) a typical sample mounting
is shown where the liquid specimen is confined between two flat windows. This arrangement
is suitable for the study of aqueous solutions with gaps of the order of 1 mm and also for
pure specimens, such as molecular liquids, with typical gaps in the range 10–30 µm. The
window material has to be inert in the required pressure–temperature range, stiff and sufficiently
transparent to x-rays, which are often incompatible properties.
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(a) (b)

Figure 1. Schematic cross sections of typical sample geometries for XAS experiments on liquid
specimens. In case (a) a thin layer of liquid is confined in the gap between two flat windows. In case
(b) the sample is finely dispersed in an inert matrix. The example illustrates the shape of a sample
obtained by mixing micrometric powders of sample and matrix specimens (light polygons) above
the melting point where the former melt and transform into micrometric droplets (dark circles).

In the second strategy, illustrated in figure 1(b), the sample is subdivided into micrometric
sized particles and dispersed in an inert matrix (in the form of powder, glue, wax . . .). Above
the melting point Tm the sample particles transform into a collection of micrometric droplets
embedded in the matrix. A sufficiently uniform effective sample thickness distribution is
obtained when the size of the particles is about 1/10 or less of the average required thickness.
Examples of these types of sample are emulsions of low melting point metals [40] and
sample/low-Z matrix powder mixtures [41] used for high-temperature measurements.

An evaluation of these two sample geometries involves three important aspects: (1)
the sample stability during phase transformations, (2) the sensitivity to sample density
variations, and (3) the resistance against contamination. For issue (1), in case (a), phase
changes accompanied by volume expansion may generate enormous internal pressures that
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will eventually break the cell. By comparison, for (b) type samples the particles have usually
enough space to expand (or shrink) within the matrix. Regarding issue (2), in the presence
of a fixed gap d the type (a) samples have an absorption coefficient α = µd = σρd , where
σ is the absorption cross-section, which is directly proportional to the density ρ. Collection
of low-noise spectra with 'α/α � 10−4 requires a time stability of the density of the same
order of magnitude, which may correspond to a thermal stability requirement of better than
±0.1 K. These conditions are sometimes difficult to achieve especially for small samples at
high temperature. In comparison, the sample absorption geometry (b) is largely unaffected by
density fluctuations of the single-sample particles since the average sample density is defined
by the matrix volume and does not change. Regarding the third issue the major drawback of
type (b) geometry is the increased danger of contamination due to the sample dispersion as
compared with case (a) for a bulk sample specimen.

The main experimental techniques and sample environment devices suitable for the
collection of x-ray absorption spectra on samples under extreme conditions will be reviewed
later in this section. The relevant experimental parameters are the accessible pressure–
temperature range and the energy interval for application. The regions of operation of some
of these techniques are indicated and compared in figure 2.

2.1. Cells for aqueous solutions

Aqueous solutions at standard pressure–temperature conditions do not generally present serious
experimental problems, though cell designs have sometimes been the subject of publication
[42]. More challenging experiments are those requiring the application of pressure. As an
example, a gas pressure in the range 1–10 MPa is necessary to dissolve a sufficient concentration
of noble gas atoms into water for EXAFS measurements of the corresponding (hydrophobic)
hydration shell [43] and for this purpose a cell usable up to about 10 MPa and 100 ◦C was
constructed. An improved design was developed at the ESRF [44] able to withstand 100
MPa and 300 ◦C close to supercritical water conditions. A cell with 2 mm thick silica
windows, useful for high-energy edges, was used for solution studies up to 350 ◦C [45].
Actual supercritical water conditions have been studied with Pt coated Ni alloy cells equipped
with synthetic poly-crystalline diamond windows [46].

2.2. Cells for molecular fluids

Chemical reactivity and air sensitivity are the main experimental difficulties for the
measurement of most molecular fluids. Cell designs based on polymer windows have been
proposed [47]. However, starting from pioneering experiments [10] the use of sealed Pyrex
glass or quartz is usually preferred when the window absorption is not critical. A large size flag
shaped cell made with 80 µm thick cover glasses and a cylindrical reservoir glued with silicone
sealant was found to be suitable for the confinement of liquid Br2 [48]. A fused silica capillary
cell used to measure Mn-containing molecules in supercritical CO2 has been described [49].
A cell system with Be windows and a 0.6 mm gap used for measuring organic molecules and
mixtures in the supercritical fluid state has also been developed [50].

2.3. Autoclave system for high pressure/high temperature

For the previous systems the pressure is held directly by the sample confinement material.
In several interesting cases, however, the sample cell, needed to preserve chemical purity,
cannot withstand strong pressure differences with the surrounding environment. In these cases,
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Figure 2. Regions of operation of some of the available experimental techniques for EXAFS under
extreme conditions of high temperature and high pressure. The melting points of some elements or
compounds (vertical arrows) and the curves (dashed) corresponding to the N2 vapour pressure of BN
and C vapour pressure of graphite are reported. The thick solid line (a) refers to the typical operation
of the L’Aquila-Camerino oven using a turbo pumping system. Without additional cooling, the
system can operate also with a residual atmosphere up to a pressure roughly indicated by the dotted
curve. The region of operation of the autoclave cell of Tamura and co-workers is roughly indicated
as region (b). Maximum operating pressures of 80 MPa and 200 MPa are reported according to
the vessel size. The maximum operating temperature is limited to about 2000 K by the stability
of the sapphire windows. The crosses represent actual experimental points reported in [152]. The
typical operation range of the large volume technique using the Paris–Edinburgh press is indicated
as region (c). The minimum achievable stable pressure is about 0.1 GPa. Maximum pressures
of 6 GPa are normally achieved while higher pressures up to 10 GPa (dashed line) have been
exceptionally obtained. The maximum operating temperature is about 1500–1800 K but a direct
measurement with a K thermocouple is possible only up to about 1250 K (vertical dotted line).

experiments can still be performed in an autoclave system. The most challenging experimental
technique of this kind has been developed by Tamura and co-workers [51] where 5 mm thick
Be windows are used in the external cold vessel to hold gas pressures up to 80 or 200 MPa
depending on the window design. The sample cell for EXAFS is made of glazed polycrystalline
sapphire parts with a central flat gap whose thickness can be made as small as 30 µm and can
be heated up to 1900 K. The operation region is reported as region (b) in figure 2. These
impressive performances have been widely exploited to study fluid Se in a wide pressure and
temperature range around the critical point and through the semiconductor–metal–insulator
transition sequence.

A simpler version of this autoclave technique using quartz cells and Al windows able to
withstand up to 10 MPa and 700 K was developed by Buontempo [52] for the study of liquid
I2 along the liquid–vapour coexistence curve. In this case the sample cells are made of two
1 mm thick sealed coaxial quartz cylinders. In such a technique, suitable for edge energies
above 25 keV, the sample is confined in the gap between the cylinders.
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2.4. High-pressure techniques, P > 0.2 GPa

The first published high-pressure experiment using EXAFS was performed using a modified
Bridgman-anvil method [53] reaching 6.4 GPa on a FeS2 solid sample. The potential to apply
this technique to liquids was addressed. An evolution of the device to allow for x-rays passing
along the anvil axis (diamond or B4C) was later developed [54]. Polycrystalline B4C anvils
are suitable for energy scanning XAS experiments under extreme conditions with an upper
pressure limit of about 8–10 GPa.

A wide-aperture high-pressure cell with 3 mm thick Be windows limited to 0.8 GPa with
direct compression of the fluids has been also described [55].

The use of a conventional diamond anvil cell (DAC) for high-pressure EXAFS studies is
hampered by the presence of sharp Bragg reflections from the diamonds which are seen as
absorption peaks. A successful high-pressure technique has been developed by the high-
pressure group of LURE [56] for use in conjunction with a dispersive EXAFS facility
[57,58]. In dispersive EXAFS the entire spectrum is collected simultaneously with sub-second
acquisition times allowing for an effective in situ alignment procedure aimed at displacing all
Bragg peaks out of the energy region of interest. Under these conditions DACs are usable in
the 8–15 keV range attaining pressures up to the 100 GPa range.

2.5. Combining high pressure and high temperature

Investigations of the liquid state of matter at high pressure normally require sample heating.
The LURE group has developed an externally heated DAC system suitable for liquid matter
investigation. The maximum temperature is limited to about 800 K to preserve the diamonds.

An alternative beautiful technique to combine high pressure and high temperature is
based on use of the Paris–Edinburgh press [59] (originally developed for neutron diffraction
experiments). The samples are confined in boron-epoxy gaskets which are transparent to x-
rays above ≈10 keV (for 7 mm gaskets) and are heated through a conductive path with an inner
graphite (higher resistance) cylinder. This technique [60] is capable of spanning the region
from 0.1 to about 6–10 GPa and up to 1500–1800 K, region (c) in figure 2, with a large freedom
in temperature and pressure control. This technique was originally developed at LURE and
successively implemented and further developed at the ESRF at the BM29 beamline [61] for
EXAFS and at ID30 for x-ray diffraction experiments [62].

2.6. Furnaces and heatable sample holders for EXAFS

Due to the importance of temperature as a parameter for EXAFS, several furnaces or heatable
sample holders have been described since the pioneering experiments. Devices suitable for
the study of molten materials include a furnace able to operate in vacuum or under controlled
atmosphere up to about 1000 K [25, 63] and a cell suitable for the investigation of molten
halides up to 1000 ◦C [64]. Several devices have also been proposed for performing in situ
investigations of catalytic processes often suitable for combined XAS and x-ray diffraction
experiments [65, 66].

A versatile high-vacuum furnace (L’Aquila-Camerino oven) [41], specifically developed
for the investigation of liquid matter, has been widely used and is available at several
synchrotron radiation beamlines (D42–D44 at LURE and BM29 at the ESRF [61]). The
crucible is made using thin x-ray transparent foils (graphite or metallic) in order to achieve
an excellent sample temperature homogeneity with a low heat capacity. The typical pressure–
temperature range of operation is indicated as region (a) in figure 2, the limiting temperature
with graphite crucibles being about 2500 K. Higher temperatures and/or a C free environment
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can be obtained with metallic foils. As an example EXAFS measurements of liquid Rh have
been performed in a HfO2 powder matrix and using a W crucible [67].

Other furnaces for high-temperature experiments have been developed by Farge and co-
workers, mainly for applications in the geophysical field. These include a system in which
the sample is placed in a hole of a Pt90Rh10 heating wire, able to reach 2000 K (3700 K
in vacuum) [68] and another furnace used for the investigation of silicate melts [69] using
fluorescence detection.

2.7. Droplets and powder mixtures, undercooling, temperature-scans and ESXD

The samples suitable for the previous two techniques fall into the powder mixture category
previously discussed (figure 1(b)). The first suggestion to measure a stable liquid sample at
high temperatures in the form of micron sized droplets mixed in a matrix powder was given
to us by Orton who first applied this technique to Ge powder dispersed in BN [70]. This
technique was further developed [41] and extensively applied to solid specimens heated above
the melting point into the liquid state. Liquid samples in the form of micrometric droplets may
be subjected to a deep undercooling due to the volume scaling of the nucleation rate probability.
The possibility of preparing a sample in the undercooled liquid state, stable during the time
required for XAFS measurements, was first realized in the case of Hg and Ga emulsions [40]
and subsequently for Ge [71]. A Japanese group [72] was able to produce Te particles with a
diameter in the range 10–100 nm embedded in NaCl or KI by means of evaporation techniques.
It was possible to undercool these samples up to about 200 K below Tm.

The occurrence of undercooling in Ge droplets was eventually confirmed using a powerful
(and still largely unexploited) x-ray absorption temperature scanning technique [73,74]. This
technique exploits the strong phase contrast existing in the absorption spectrum of a substance,
due to structural (and/or electronic) changes at a first-order phase transition. By monitoring the
sample absorption coefficient α(T |E∗), as a function of temperature T at a fixed energy E∗ (or
at a collection of different energy points) it is possible to observe melting (as a discontinuity at
Tm) and undercooling as a hysteresis of the α(T |E∗) curves. In a recent paper De Panfilis and
Filipponi [75] have shown the possibility to analyse quantitatively the recrystallization part of
these hysteresis curves and to obtain a physical measurement of the nucleation rate I (T ).

A further experimental complement to the modern x-ray absorption spectroscopy setup
concerns the possibility of recording high-resolution powder diffraction patterns of the
specimens being investigated, at fixed pressure and temperature. This is achieved using
a two-slit collimator in front of a scintillation detector pointing at a fixed angle 2θ on
the sample. The k-space scanning is performed through a monochromator energy scan in
the desired range. Such an energy scanning x-ray diffraction (ESXD) setup at an EXAFS
beamline was first implemented at the ESRF-BM29 [61]. The need to complement EXAFS
with temperature scans and ESXD on a single instrument stems from the requirement to
implement powerful diagnostic techniques. ESXD is essential to provide a check on the purity
of the crystalline components of the sample, to confirm the persistence of undercooling, and
to allow for an independent pressure/temperature determination from the equations of state
of crystalline calibrants (essential for the large-volume high-pressure technique [61]). All
these experimental advances have opened the possibility to design integrated experimental
stations for the investigation of the liquid state of matter in thermodynamic equilibrium, but
also in the non-equilibrium undercooled state, through a combination of techniques. Recent
experiments [76] have also indicated the possibility of producing undercooled liquid samples at
high pressure, an occurrence that, if confirmed, would open entirely new fields of investigation.
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2.8. Levitation techniques

The wide interest in the measurement of undercooled liquids, possibly also under high-purity
conditions, has stimulated the development of containerless levitation techniques for EXAFS.
Electro-magnetic levitation [77] was implemented by Egry and co-workers [78] for the study
of the EXAFS of undercooled metallic liquids. Due to the large sample size (in the mm
range) this technique is not suitable for x-ray absorption detection but requires measurements
in the fluorescence mode. These measurements are characterized by a higher noise level and,
for concentrated specimens, are affected by non-linear self-absorption effects in the signal.
These additional experimental difficulties are an unavoidable price that has to be paid for the
measurement of high-purity specimens.

An alternative technique is aerodynamic levitation that, coupled with laser heating, is
also suitable for investigating insulating materials. The technique has been developed for
x-ray diffraction measurements [79] and also for EXAFS experiments by Landron and co-
workers [80].

3. Theoretical framework

The theoretical foundations for the interpretation of the EXAFS phenomenon underwent
considerable developments in recent years leading to a theory in substantial quantitative
agreement with experiments. Following the publication of a recent exhaustive review on
this matter [37] we will confine the present treatment only to general concepts and to the issues
more relevant to the field of liquids.

The outline of a modern EXAFS calculation is illustrated here with the intent of
highlighting the main approximations by stating their validity and limitations. The x-ray
photon–electron interaction is treated to first order in time-dependent perturbation theory
leading to the following general expression for the transition rate Wi→f between asymptotic
initial ,i and final ,f many electron states

Wi→f = 2π

h̄

∑
f

∣∣∣∣〈,i |
∑
j

e

m
A(rj ) · pj |,f 〉

∣∣∣∣
2

δ(Ef − Ei − h̄ω). (3)

The index j refers to the various electrons in the system each of charge −e, mass m, and
momentum pj . The photon field A(rj ) is calculated on the position operator of each electron
rj . The

∑
f extends over all final states compatible with energy conservation thus accounting

for both discrete and continuum spectra.

3.1. Reduction to a one-electron r-space dipole matrix element

The simplification of the previous insoluble many-electron problem into an effective
approximate one-electron calculation can be performed according to the following schematic
route. To fix the ideas we will consider the case of a Kr atom. The ground state many-
electron wavefunction ,i will be approximated by a single-configuration Slater determinant
composed of one-electron orbitals obtained from a suitable self-consistent atomic calculation
corresponding to the ground-state electronic configuration (1s22s22p63s23p63d104s24p6). For
the excited state the starting approximation (even if poorer than for the ground state) will also
be that of using a single Slater determinant corresponding to the excited state configuration.
The relaxation of the electronic charge around the core-hole can be accounted for by adopting
a different basis set of self-consistent orbitals [81], optimized for the final state configuration.
A typical K-edge excited state configuration is (1s2s22p63s23p63d104s24p6εp) in brief [1s]εp
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indicating explicitly the core hole and photoelectron in the continuum state of energy ε. By
expanding all the N !2N terms in the N -electron matrix element it is easy to see that the
dominant contribution comes from a set of identical terms adding up to

〈1s|A · p|εp′〉〈1s|1s′〉〈2s|2s′〉2〈2p|2p′〉6 · · · + (−1)P(exchange terms) ≈ 〈1s|A · p|εp′〉. (4)

The label ′ in the kets indicates that the one-electron orbitals are calculated with a (slightly)
different self-consistent potential. As a consequence overlap factors are slightly smaller than
1 and additional terms, in which electrons differing in the principal quantum number are
exchanged, do not strictly vanish.

The matrix element can be further simplified by neglecting the spatial variation of the
vector potential A (dipole approximation). The validity of the dipole approximation stems
from the limited extension of the core electron wavefunction with respect to the wavelength
of the photon required to excite it, a condition particularly well satisfied for K-edges. This
approximation is, however, not a main limitation of the theory and the inclusion of additional
terms in the multi-pole expansion for the transition operator is possible, if necessary, at the
expense of a slightly more involved algebra.

Strictly connected with the many-body problem is the possibility of using an r-space
representation for the transition operator. This is normally achieved by using the commutation
rule [r, Ĥ ] = ih̄/mp̂. The action of the Hamiltonian Ĥ on the wavefunctions factorizes a
term proportional to Ei −Ef . This, however, is strictly correct only when exact wavefunctions
(eigenstates of Ĥ ) are used. In the present case the straightforward application of this procedure
to approximate wavefunctions implies an additional approximation.

After the reduction of the transition matrix element to a one-electron r-space form, and
normalizing the absorbed power to the incoming photon flux, we obtain the usual expression
for the x-ray absorption cross-section

σ(h̄ω) = 4π2α h̄ω
∑
f

|〈i|ε̂ · r|f 〉|2δ(Ef − Ei − h̄ω) (5)

where α is the fine structure constant, h̄ω is the photon energy, 〈i| and |f 〉 are the initial (ground
state) and final (excited state) one-electron wavefunctions.

3.2. Multi-electron excitations

The approximations outlined in section 3.1 neglect several important many-body effects, and
the inclusion of corrections, at least at the empirical level, is required to improve the agreement
with experimental data. A first class of effects, usually referred to as ‘intrinsic’, is that
associated with the multi-electron response of the photoabsorber atom.

The previous calculation scheme, in the sudden approximation formalism originally
introduced for the theory of x-ray satellites [82], is able to predict non-negligible transition
matrix elements to final state configurations in which additional electrons, besides the core level
involved in the main edge, are excited. Following the previous example (Kr atom), let ,1 be
the many-electron wavefunction (approximated by a single-Slater determinant) corresponding
to the final state ‘shake-up’ configuration ([1s3d]4dεp) in which an additional 3d electron is
promoted to a one-electron state with higher principal quantum number. Owing to the charge
relaxation effect and to the resulting non-orthogonality of the wavefunctions with different
principal quantum numbers, the transition matrix element in equation (5)

Mi→,1 ≈ 〈1s|A · p|εp〉〈3d|4d′〉 (6)

does not vanish. The resulting double-electron excitation cross-section is proportional to the
main K-edge cross-section times a factor proportional to the squared overlap between the 〈3d|
orbital in the initial state and the |4d′〉 orbital in the final state.
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In addition to these shake-up channels, double electron excitations include discrete
resonances, and shake-off transitions where both electrons are ejected. All these transitions
contribute to a complex atomic background shape where each double vacancy core-hole state
contributes with a sort of scaled replica of the K-edge shifted by the energy required for
the additional internal excitation. The intensity of these channels is predicted to be of the
order of up to a few % of the main K-edge channel. The 3d → 4d′ transition in Kr of the
previous example is actually observed as a secondary absorption step about 110 eV above the
Kr K-edge [43, 83]. A very similar example of double-electron excitation effects will be later
illustrated for the Ge case in section 4.4. The existence of background features associated with
double-electron excitation channels is well established. These features have been identified in
the atomic absorption background of basically all one-electron x-ray absorption edges and in
particular in several experiments involving liquid phase samples (due to the weakness of the
structural signal) [43, 71, 83–89] and several others. These effects are an integral part of the
atomic absorption background, the EXAFS signal is superimposed on this atomic background
and the separation between the structural and multi-electron excitation signals is a non-trivial
aspect of the data analysis.

Another effect of these intrinsic excitations is to produce an amplitude reduction of the
EXAFS oscillation with respect to the one-electron calculation. According to the theory
developed by Rehr et al [90] the cross-sections of all these channels, including those associated
with low-energy excitations, add up with their own shifted EXAFS giving rise to an effective
energy-dependent amplitude reduction factor of the EXAFS oscillation S2

0 (k). In practical
comparisons between experiments and calculations this effect is usually taken into account by
multiplying the theoreticalχ(k) by an empirical constant amplitude reduction factorS2

0 , usually
found to be in the range 0.7–0.9. In the data analysis of unknown structures the presence of a
normalization factor requires the calibration of the amplitude scale using model compounds.

3.3. Inelastic losses

Another important class of many-body effects, referred to as ‘extrinsic’, involves the excitation
of other electrons in the system (those belonging to neighbouring atoms with localized or
extended wavefunctions as occurs in a solid) including collective plasmon excitations. All
these inelastic scattering processes destroy the coherence of the excited state photoelectron
in such a way that it no longer contributes to the matrix element interference. Such an effect
can be accounted for by introducing an empirical effective photoelectron mean-free-path, as in
the standard EXAFS formula equation (1), or within a more rigorous formalism [91–93],
introducing an effective one-electron potential for the photoelectron corresponding to the
denominator of the one-electron Green function in a many-electron system. In the spirit
of the local density approximation (LDA) this effective potential is taken as V (r, E) =
VCoulomb(r) + 0(E, ρ(r)) where VCoulomb(r) is the Coulomb potential and 0(E, ρ(r)) is the
self-energy of an electron travelling in a uniform electron gas of density ρ. This function
therefore takes the role of the exchange and correlation potential in a usual low-energy LDA
calculation. For high-energy electrons common approximations used for conduction band
electrons are not appropriate and a suitable approach was developed by Hedin and Lundqvist
[94] resulting in a complex energy-dependent functional form. The energy dependence
accounts for the gradual reduction of the exchange potential for high-energy photoelectrons
and the imaginary part of the self-energy accounts for the inelastic losses. Several aspects of the
implementation of this potential for EXAFS calculations are discussed in the literature [91–93].
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3.4. The effect of the surrounding matter

At the level of approximation so far introduced the cross-section is calculated on the basis of
one-electron transition matrix elements between a core-wavefunction, calculated from a self-
consistent atomic calculation (usually Dirac–Hartree–Fock), and final state wavefunctions
calculated in an effective complex potential which includes the Coulomb component (from
nuclei and electrons) and an exchange and correlation component in the form of a complex
self-energy leading to a non-Hermitian effective one-electron Hamiltonian for the final state.

For an isolated atom the cross-section of the K-edge channel decays smoothly (after
threshold) as a function of energy. In the presence of neighbouring atoms the final state
potential is modified due to the presence of additional potential wells centred at the surrounding
atomic sites Rj , and therefore V (r) = ∑

j Vj (r − Rj ). The (EXAFS) interference effect in
the cross-section originates from the scattering of the photoelectron wavefunction from these
sites. It should be stressed here that for the time-scale of the electronic transition, the atomic
nuclei can be regarded as fixed at their instantaneous positions, so that the thermal average
of the signal must be calculated a posteriori similarly to the average for possible structural
disorder. For this reason EXAFS cannot access dynamical properties. Another important
aspect is that EXAFS is sensitive to structural properties in a way that is intermediate between
neutron diffraction (where the scattering centres are the nuclei) and x-ray diffraction (where
the scattering is due to the electronic charge). In EXAFS the scattering is due to the potential
that is generated by both nuclei and electronic charges in the system.

A given fixed atom configuration can be used to generate a charge density, a final
state potential, and an absorption spectrum. An ensemble average can be performed by a
suitable configurational average over all possible atomic positions, leading to a spectrum
conceptually comparable to experiment. Such an approach is impractical for at least two
reasons. Firstly, the calculation of the three-dimensional wavefunction for a general potential
is a complicated computational problem. Secondly, the connection between structure and
signal in not straightforward. It is clear that the possibility to exploit the EXAFS method for
quantitative structural investigations stems from the availability of a calculation scheme able
to simplify the connection between structure and signal, if not even to allow for an inversion
procedure able to retrieve the structural information. In this respect the Fourier transformation
algorithm [16] is a rather effective procedure since it allows for a structural determination in real
space. Subtleties and limitations were extensively discussed by Hayes and co-workers [95].

3.5. Multiple scattering in the muffin-tin approximation

The observation that the photoelectron scattering depends mainly on the inner part of the
atomic potential wells Vj (r − Rj ), and that, at least for energies well above threshold, it
is largely insensitive to the details of V (r) in the interstitial region between the atoms, has
suggested the possibility of simplifying V (r) into an approximated form in which spherically
symmetric atomic scattering centres are embedded in a constant potential region (muffin-tin
approximation). A schematic representation of the effect of the muffin-tin approximation on a
one-dimensional potential is illustrated in figure 3. This approximation is at the basis of most
present-day practical EXAFS calculations. In this scheme, the atomic scattering properties
depend on the atomic numbers and are largely independent of their environment, whereas the
structure defines the location of these atomic centres around the photoabsorber atom. This
approximation simplifies the cross-section calculation into a (multiple)-scattering problem of
the final state atomic wavefunction by a collection of spherically symmetric scattering centres.

Several authors have pioneered the multiple scattering approach for EXAFS calculations
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Figure 3. One-dimensional potential curves drawn to give a schematic representation of the effect
of the muffin-tin approximation on the effective one-electron potential. The true potential (upper
diagram) is substituted by a discontinuous potential (lower diagram) composed of a spherically
symmetric atomic potential embedded in a constant potential region. Discontinuities develop at
the muffin-tin boundaries. A high-energy photoelectron will be mainly scattered by the inner part
of the potential troughs and will not experience a great difference between the two cases.

[96–98], which has been the subject of a previous review article [99]. The photoelectron
scattering problem can be solved equivalently [98] in a wavefunction or in a Green function
approach. In the latter approach [96] the cross section is rewritten in terms of the Green
function for the final state Hamiltonian G+(E) as:

σ(h̄ω) = 4π2α h̄ω
1

π
Im〈i|ε̂∗ · r ′|G+(Ei + h̄ω)|ε̂ · r|i〉. (7)

Useful expressions for the Green function in the case of a collection of spherically symmetric
muffin-tins embedded in a constant potential region were previously derived [100]. The
multiple scattering formalism has been further developed for the EXAFS case by Natoli,
Benfatto, Brouder and co-workers [93, 101, 102].

The polarization averaged cross-section for s core electron (K, LI, . . .) edges (for which
the final state angular momentum � = 1) and the case of real potentials, where the atomic
cross-section σ0 can be rigorously factorized out [93], results in:

σ(h̄ω) = σ0

(2� + 1) sin2(δ0
� )

Im
∑
m

[(I + TG)−1T]0,0
L,L = σ0 [1 + χ(k)] (8)

where I is the unit matrix in the site 0, . . . , j, . . . and angular momentum L = (�,m) indices.
The off-diagonal matrix in the site indices G ≡ G

i,j

L,L′(1 − δi,j ) describes the free propagation
among the sites. The general expression for an off-diagonal site block involves 3J symbols
and is given by:

G
i,j

L,L′ = −[4π(2l + 1)(2l′ + 1)]
1
2

∑
l1

(2l1 + 1)
1
2

(
l l′ l1
0 0 0

)

×
(

l l′ l1
m −m′ m′ − m

)
(−1)m

′
il1+1h+

l1
(kRij )Yl1,m′−m(R̂i,j ). (9)
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Here h+
l are Hankel functions, Yl,m are the spherical harmonics and Ri,j = Ri −Rj the vector

joining site j to site i.
Finally the matrix T ≡ t i�(E)δi,j δL,L′ is diagonal in the site and angular momentum indices

and accounts for the (energy-dependent) scattering properties of the atomic potentials. The
generic diagonal t-matrix element for site j , t

j

� = exp(iδj� ) sin(δj� ) represents the effect of
the scattering potential on each partial wave of angular momentum �. The energy-dependent
function δ�(E) represents the phase-shift acquired by the solution of the Schrödinger equation
going from the origin to the muffin-tin boundary, with respect to the V = 0 case.

As a result of the muffin-tin approximation the atomic scattering properties are independent
of the actual atomic positions. The distance of the neighbours affects only the phase factor
associated with the free propagation of the photoelectron from one atomic centre to another.
A wide range of experimental evidence for the validity of the resulting phase and amplitude
transferability of the EXAFS signals has already been obtained within the framework of the
standard data analysis [103].

3.6. Irreducible n-body signals and configurational average

Equation (8) implies a strongly non-linear connection between structure, defined by atomic
positions in the G matrix, and signal, due to the matrix inversion involved. A consequence
of this non-linearity is that the signal cannot be simply decomposed into a sum of pair
contributions. In other words, if neighbouring atoms are added progressively, the χ signal
with two neighbours is not just the sum of the two independent contributions, since there is
an additional (multiple scattering) effect due to the simultaneous presence of both atoms. On
the basis of equation (8) it possible to calculate cross sections σ(0, i, j, · · ·) associated with a
photoabsorber 0 surrounded by an arbitrary number of atoms, and this approach can be used
to define and calculate the irreducible n-body contributions to the EXAFS signal [104]. The
pair and triplet contributions due to atom i or atoms i, j surrounding the photo-absorber are
given by:

γ (2)(0, i) = σ(0, i)/σ0 − 1 = χ0i0
2 + χ0i0i0

4 + O(χ6) (10)

γ (3)(0, i, j) = σ(0, i, j)/σ0 − σ(0, i)/σ0 − σ(0, j)/σ0 + 1. (11)

These signals are oscillating functions of k with a leading phase equal to 2R0i for γ (2)(0, i)
and R0i +Rij +Rj0 for γ (3)(0, i, j). They can be calculated directly using the above equations
which involve matrix inversions, or expanded into the corresponding multiple-scattering series,
indicated explicitly in equation (10). For γ (2) the leading term corresponds to the well known
single-scattering contribution which is given by [105]

χ0i0
2 (k) = Im

{
exp(2iδ0

� )
∑
�′

(2�′ + 1)t i�′
∑
�′′

(2�′′ + 1)

(
� �′ �′′

0 0 0

)2 [
h+
�′′(kR0i )

]2

}
. (12)

This expression is an exact curved wave expression which is at the basis of any modern single-
scattering EXAFS calculation. Efficient equations for higher multiple-scattering paths were
first introduced by Gurman et al [106] and other authors [102].

The total cross-section for a generic fixed atomic configuration surrounding the
photoabsorber is then given, to the three-body order, by

χ(k) =
∑
i

γ (2)(0, i) +
∑
(i,j)

γ (3)(0, i, j). (13)

Comparison with real spectra requires the execution of a suitable average over the equivalent
photoabsorber atoms and over the effect of the atomic motion (thermal vibration or diffusion)
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both of which are accounted for by a suitable ensemble average over the equal time pair (and
higher-order) correlation functions. For a monoatomic system described by a pair distribution
function g(r) and a triplet distribution g3(r1, r2, φ) (here r1 and r2 are the distances of two
neighbours and φ the angle centred on the central atom) the ensemble averaged signal is given
by

〈χ(k)〉 =
∫ ∞

0
dr4πr2ρg(r)γ (2)(r, k)

+
∫

dr1dr2dφ 8π2r2
1 r

2
2 sin(φ) ρ2g3(r1, r2, φ) γ

(3)(r1, r2, φ, k). (14)

The present equation is much more general and powerful than equation (1), for the description of
the ensemble averaged EXAFS signal. Firstly, the signals are not limited to the single-scattering
expression with phenomenological mean-free-path corrections but include multiple-scattering
contributions. Secondly, the structural model is not confined to the very special case of a
sequence of Gaussian shells and can account for the structure of liquids and glasses.

The importance of the successive contributions to the cross-section decreases with the
order, and in several cases most of the signal can be accounted for by the first pair term,
especially for disordered matter. There are however several exceptions to this rule and the
importance of three-body and higher-order signals has been widely recognized in several cases
including ordered and disordered systems. These terms are the direct manifestation of multiple-
scattering effects in the photoabsorption cross section. In a sense they are unwanted terms since
they complicate the signal, on the other hand they embody a unique valuable characteristic of
this spectroscopy namely the sensitivity to higher-order distribution functions [101].

3.7. General considerations

The validity of the present theoretical scheme [104,107] can be assessed using simple structures
characterized by small disorder. The most suitable test systems are clearly isolated molecules
and simple crystalline structures at low temperature, where the thermal vibrations can be
treated in the harmonic approximation, i.e. assuming Gaussian distribution of neighbours
around the average distance R with variance σ 2. The configurational average of the χ2 terms
of equation (12) results in small amplitude and phase corrective factors as will be discussed later
for equation (18). Accurate expressions for the configurational average of multiple-scattering
terms can be similarly worked out [108]. Simple molecules present the advantage of having
a finite number of atomic configurations surrounding the photoabsorber, and, in particular,
diatomic molecules represent an ideal test system for the pair contributions. The accuracy
achieved with molecules such as Br2 can be appreciated from previous publications [109].
As expected the present theory with a reasonable choice of empirical parameters S2

0 , E0, and
muffin-tin radii, is able to fully account for the oscillating signal above k ≈ 4 Å−1, i.e. the
region where the muffin-tin approximation is expected to be valid, with structural parameters
R and σ 2 coincident within experimental error with the known values.

These kinds of comparison are also useful in order to understand the limitations of the
present theoretical scheme. The muffin-tin approximation fails at energies closer to the edge,
and a proper non-muffin-tin calculation is required. Several approaches have been followed
with promising results [110–113], although the calculation methods are still not available for
general use. It has also been pointed out [112] that the use of a self-consistent charge density (as
opposed to the superposition of atomic densities) is a necessary improvement to be combined
with a non-muffin-tin calculation to achieve improved results.

It is also clear, however, that the muffin-tin approximation is just one of the numerous
limitations of the present theory, and that the execution of a non-muffin-tin calculation often



EXAFS for liquids R39

appears not to be the most important improvement required. Many-body effects, and in
particular those associated with the opening of double-electron (or multi-electron) excitation
channels, generate background anomalies overlapped with the EXAFS. The one-electron
atomic cross-section predicted by the above theory is featureless and, in order to compare
experimental EXAFS with theoretical calculations, it is necessary to perform a proper atomic
background subtraction. The Fourier filtration technique, which is widely used to eliminate
the unwanted frequency components of the signal, is inadequate since it hides the problems (at
the expense of considerable loss of information) instead of solving them. In fortunate cases
it is possible to compare directly free atom and embedded atom spectra [43] and attempt a
direct subtraction of the experimental data, but, also in these cases, it is clear that the excitation
background is not fully transferable. Attempts to predict background shapes are out of the
reach of present theoretical schemes, apart from the prediction of channel onset energies
which are calculated on the basis of total energy differences in self-consistent field (SCF)
calculations ('SCF [81]). Some general empirical rules have, however, been established [114]
and empirical background modelling has been successfully used to isolate the structural signal
in the framework of a previous data analysis scheme [107] in several cases. This empirical
strategy is clearly not fully satisfactory in many respects, but it is certainly better than just
hiding what is one of the major limitations in our present understanding of the fine details of
x-ray absorption spectra.

4. Analysis methods for disordered matter

In this section we will first confine the discussion to the ensemble average of the leading pair
term of the signal expansion. Most of the considerations apply equally to liquids, glasses and
amorphous solids. In the multi component case the signal 〈χα(k)〉, observed at an edge of specie
α, is given by the sum of contributions from all species β integrated over the corresponding
partial radial distribution functions 4πρβr

2gαβ(r) (ρβ being the average atomic density of
specie β)

〈χα(k)〉 =
∑
β

∫ ∞

0
4πρβr

2gαβ(r) γ
(2)
αβ (k, r) dr. (15)

The pair signal γ
(2)
αβ (k, r) can usually be approximated by its single-scattering expression

equation (12) and, similarly to any other scattering contribution, can be recast into an expression
which emphasizes the amplitude and phase dependence as:

γ
(2)
αβ (k, r) � Aαβ(k, r) sin

(
2kr + φαβ(k, r)

)
+ O(χ4). (16)

The total phase (later indicated as ψ) is decomposed into a leading 2kr term and a remaining
contributionφαβ(k, r) characterized by a very small r dependence (due to curved wave effects).
This latter function has a roughly linear k dependence φαβ(k, r) ∼ −2ka, a being a constant
typically of the order of 0.3–0.4 Å, explaining the shifts of the peaks of the Fourier transforms
of EXAFS signal with respect to the true values. The amplitude function Aαβ(k, r) in
equation (16) includes the functional dependence of the back-scattering factor and the effect
of the inelastic losses, resulting in a roughly exponential decay with r . This behaviour is
illustrated for the case (α = β = Ge) of a Ge–Ge single-scattering contribution in figure 4.

The exponential decay of the signal intensity with r is the main reason for the short-
range order structural sensitivity of the EXAFS. For practical purposes the upper integration
limit Rmax in equation (15) is usually taken to be in the range 6–10 Å provided a suitable
smoothing window function (half-Gaussian with a 1–2 Å width) is adopted to avoid truncation
ripples. Equation (15) is at the basis of calculations of the pair contribution to the EXAFS



R40 Adriano Filipponi

4 5 6 7 8 9 10 11

2
2.5

3
3.5

4
4.5

0

0.005

0.01

0.015

0.02

0.025

k

r

A

Figure 4. Amplitude A(k, r) of the Ge–Ge χ2 signal as a function of k (Å−1) and r (Å). The
exponential amplitude decay with increasing r , responsible for the short-range sensitivity of the
EXAFS, is quite evident from this plot.

signal associated with a given set of partial radial distribution functions. The experimental
compatibility between diffraction results and EXAFS can therefore be assessed, integrating
the signal over the g(r) determined by diffraction techniques or over the partials, obtained
for instance by neutron diffraction through the isotopic substitution technique [115] for a
multi-component system. Equation (15) has also been widely exploited for the calculation of
the EXAFS signal corresponding to a simulated radial distribution obtained, for instance, by
molecular dynamics or Monte Carlo simulations [29, 116, 117].

The solution of the inverse problem, that is, to derive information on the gαβ(r) from a
set of EXAFS spectra is, on the other hand, a rather complicated problem. In the presence
of a unique specie of nearest neighbours the averaged signal is found to be dominated by a
single-frequency oscillation associated with the first peak in g(r). This occurrence has strongly
stimulated scientists to apply a simplified data analysis procedure based on single- (or multiple-)
peak fitting, similar to the procedure used for a crystal at high temperature or for a molecule. To
account for the increased disorder non-Gaussian model distributions have been adopted. The
historical developments and scientific debate on this subject have been rather extensive and
the notion of disordered systems has often included crystals at high temperature, amorphous
covalent solids, glasses and liquids. The application of the standard EXAFS analysis in the
Gaussian approximation was recognized at an early stage to give unphysical results such as an
apparent bond length contraction in crystals upon increasing temperature [26, 118]. Several
authors have proposed the adoption of non-Gaussian model peak distributions to account for
these effects, including an excluded volume model suitable for superionic salts [28], empirical
models proportional to r2 exp(−r/ l) [26] (l is a parameter), or ‘physical’ models derived from
a potential function [118].

4.1. Peak fitting approach

The peak fitting approach is certainly among the most direct and versatile methods for inversion
of the structural signal. The partials gαβ(r) are modelled as the superposition of successive
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peaks whose parameters are fitted to the experimental spectrum. The success of this method
stems from the ability of the model to mimic the correct shape of the distribution and, from
the availability of efficient equations, to calculate the ensemble average of the EXAFS signal
over that particular distribution.

A useful four-parameter model function, able to account for asymmetric bond-length
distributions, is obtained [71, 116] from a suitably scaled and translated Gamma distribution
f (x) dx ≈ xp exp(−x) dx. The probability of finding one atom at distance r from the
photoabsorber is given by the normalized distribution:

p(r) = 2

σ |β|=(4/β2)

(
4

β2
+

2(r − R)

σβ

)(4/β2)−1

exp

[
−
(

4

β2
+

2(r − R)

σβ

)]
(17)

which is defined for β (r − R) > −2σ (with p(r) = 0 elsewhere). =(p) is Euler’s Gamma
function, calculated for p = 4/β2 and defined on the positive real axis. R, σ 2 and β are the
three distribution parameters representing the average, variance, and skewness β = C3/σ

3

(where C3 is the third cumulant) of the distribution. A fourth multiplicative parameter N can
be introduced to represent the average coordination number. The function Np(r) takes the role
of 4πρr2 g(r) in equation (15). This functional model was rediscovered several times [119].

Equation (17) is defined for positive and negative β and in the limit β → 0 tends to
the Gauss distribution. For this reason it represents a very useful model function when an
unknown degree of (small) asymmetry has to be fitted. Comparisons with molecular dynamics
simulations have shown that equation (17) is a reasonably accurate model of the bond-length
distribution in solids [120] and liquids [116]. There is no physical reason for this and any
functional model able to describe slight deviations from the Gauss distribution will work as
well.

The configurational average of the EXAFS signal over the distribution of equation (17) can
be calculated in closed form and expressed in terms of the oscillation amplitude A0 = A(k,R),
the phase ψ0 = ψ(k,R), and their first and second derivatives with respect to r calculated for
r = R, (A1 = ∂A(k, r)/∂r|r=R , and ψ1 = ∂ψ(k, r)/∂r|r=R and similarly for A2 and ψ2) we
find:

〈χ(k)〉 = Im

{
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]}
. (18)

This and similar expressions are very useful in a fitting procedure since they account for the
configurational average through parameter dependent phase and amplitude corrections with
respect to the undamped signal Im [A0 exp (iψ0)] (corresponding to p(r) = δ(r)). They are
based on a low-order Taylor expansion for amplitudes and phases around the average distance
value R [108] and therefore cannot be used for very broad distributions, wider than about 1 Å.

In the Gaussian limit, obtained for β → 0, equation (18) provides a damping factor which
is more accurate then just the conventional Debye–Waller factor exp(−2k2σ 2). The usual
Debye–Waller factor can be obtained by assumingψ2 = A2 = A1 = 0, therefore retaining only
the leading phase correction term exp(−σ 2ψ2

1 /2), with the additional substitution ψ1 = 2k.
A rather obscure procedure that is widely encountered in the literature consists of

highlighting the leading r dependence in the amplitude A0(k, r) ≈ a0(k) r
−2 exp(−2r/λ) and

considering it as a part of p(r) introducing what is usually referred to as an effective distance
distribution peff (r) � p(r) r−2 exp(−2r/λ). The physical basis behind this approach is in
the emphasis on the short-range sensitivity of EXAFS, which is thought to be generated by
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peff (r) rather than by p(r). There are, however, major disadvantages associated with this
way of separating the contributions in equation (15). Firstly, the exponential mean-free-path
expression is just an empirical correction term, strictly speaking λ is, in general, k and path
dependent, and its actual functional form depends on the theory used to calculate the EXAFS.
The results of this partition are therefore inadequate since they mix well defined structural
unknowns with theory-dependent functional forms and should be discouraged. From the
practical point of view, fitting peak shapes in peff (r) requires correction terms for comparison
with real distance distributions.

4.2. The cumulant expansion

The main drawback of the peak fitting approach is in the requirement for certain assumptions
about the structural model. While it is true that the validity of these assumptions can be
assessed on statistical grounds it is also true that the availability of a model-independent
method is desirable. Several true and false model-independent methods have been proposed
for EXAFS data analysis. The most controversial example of these methods is certainly the
so called ‘cumulant expansion method’ [121]. In this approach, applicable in the presence
of an isolated peak described by a probability density p(r), the average of the phase term in
equation (16), written as a complex exponential, can be expanded using the cumulant expansion
for the characteristic function as:

〈exp(i 2kr)〉 � exp

(
i 2k C1 − 1

2
(2k)2C2 − i

1

3!
(2k)3 C3 +

1

4!
(2k)4 C4 · · ·

)
(19)

where C1 = R, C2 = σ 2, C3 = M3, C4 = M4 − 3(σ 2)2, . . . , and Mk is the kth moment about
the mean. It is therefore found that even and odd cumulants affect the amplitude and phase of
the signal separately appearing in even or odd power series of k. In addition to the possible
use of these power series in a peak fitting approach this cumulant analysis has been widely
applied directly to the experimental data first by extracting the experimental amplitude and
phase function from a Fourier filtration procedure and successively by fitting suitable power
series to the phase and log amplitude functions. Even more accurate results can be achieved by
using an experimental reference such as an equivalent system at low temperature (where the
Gaussian limit is approached) thus obtaining the differences of the cumulants with respect to
the reference. This procedure has been widely developed by Fornasini and co-workers [122]
for the case of crystalline or amorphous solids. The cumulant expansion method has, however,
also been used in the case of highly disordered systems and for liquids. In this latter case it is
not clear how the method can be applied at all since the system is characterized by a continuous
distribution of distances which produce a long-range tail and the moments of the distribution
cannot even be defined!

There are also other general concerns about the application of this method. Firstly the
fitting of several successive cumulants becomes rapidly unstable due to the strong statistical
correlations among odd (or even) cumulants. Truncating the series at any order higher than
the second (which corresponds to the Gaussian limit) is somewhat arbitrary as it does not
correspond to any physical distribution. As an example, if only a small correction to the
Gaussian limit is required it is possible to fit a value for C3, which is usually > 0. The r space
distribution associated with a positive C3 can be readily calculated by Fourier transformation
and it is found that it is asymmetric but is not positive definite as any probability density should
be. Typical examples of the normalized probability densities f (z), assumed in the averaging
procedure of equation (19), for different values of β = C3/σ

3 and γ = C4/σ
4 are illustrated

in figure 5 as a function of the standard random variable z = (r−〈r〉)/σ . For positive C4 terms
the inverse Fourier integral is not even convergent. So the results of the cumulant expansion
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analysis are often difficult to interpret and sometimes not even associated with any reasonable
distribution. In conclusion it is my opinion that there is no reason why the cumulant expansion
method should give better results than the peak fitting approach.

Figure 5. Examples of one-dimensional standardized distributions with 〈z〉 = 0, σ 2 = 〈z2〉 = 1,
β = C3/σ

3 = 1, and γ = C4/σ
4 = 0 (solid curve) or γ = −4 (dashed curve), and vanishing

higher-order cumulants, as obtained by Fourier transformation. These functions are not positive
definite and therefore they are not useful model functions to represent atomic distributions.

4.3. Fitting g(r) and physical constraints

One of the major drawbacks of both the peak fitting and cumulant expansion methods for liquids
is in the assumption of a radial distribution function composed of isolated peaks. While this
assumption is realistic for crystals or molecules, in a liquid, even when a strong first-neighbour
peak exists, we are in the presence of a continuous distribution of distances starting from the
hard-core repulsive limit of the potential and approaching the gαβ(r) = 1 limit for r → ∞. To
such an atomic distribution the concept of cumulant expansion cannot be applied. However,
due to the short-range sensitivity, the signal appears not too dissimilar from that of an isolated
shell of atoms, and actually a peak fitting analysis is often successful with a single shell of
neighbours. The results of this analysis are, however, not necessarily correct and in most
known cases the resultant coordination numbers are under-determined.

It is important to stress here that this apparent failure of the EXAFS technique should not
be attributed to a real inadequacy of this spectroscopy to investigate the structure of liquids,
but rather to the adoption of a wrong data analysis strategy. The main reason for the failure is
in the strong correlation between the coordination numbers, widths and shape parameters of
the model distributions. In the absence of constraints, very similar signals can be simulated
using apparently different parameter choices. In particular small coordination numbers can be
fitted with sharper distributions. It is clear that the use of additional information on a system
to provide constraints is particularly important.

A fundamental constraint that is often ignored in the analysis of a multi-component system
is the symmetry upon exchange of atomic types gαβ(r) = gβα(r). In the peak fitting approach
this results in a coordination number constraint. By defining the coordination number of species
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β around α as Nαβ ∼ gαβ(r)ρβ we get Nαβρα = Nβαρβ , in other words the coordination
numbers of mixed bonds seen from the two atomic sites at the different ends of the bond must
scale as the number density (or atomic fraction) of the neighbour type atoms. It is a matter of
fact that this simple rule is often ignored in the analysis of binary alloy spectra.

A simple but rigorous method to introduce physical constraints into a peak-fitting approach
has been proposed by the author in 1994 [123] for a single-component system. As in any other
approach based on peak fitting, this procedure is model dependent. However, in this case
the distribution is a realistic g(r) model and is not just composed of one (or a few) isolated
peaks. The starting g(r) model can be inspired by computer simulation, previous diffraction
measurements, or just calculated from very simple interaction potentials (for instance hard
spheres). This model is supposed to supply a g(r) with the correct long-distance behaviour,
namely limr→∞g(r) = 1 and a correct compressibility limit

lim
k→0

S(k) = lim
k→0

1 +
4πρ

k

∫ ∞

0
(g(r) − 1)r sin(kr)dr = 1 + 4πρ

∫ ∞

0
(g(r) − 1)r2dr = ρKT

β

(20)

where KT is the isothermal compressibility and β ≡ (kB T )−1. The g(r) will then be refined
in such a way to modify its short-range shape to which EXAFS is strongly sensitive, while
maintaining unchanged these (EXAFS insensitive) limits of the corresponding g(r) and S(k).
The change in S(k) associated with a change 'g(r) in g(r) can be expanded in a Taylor series
about k = 0 as

'S(k) = 4πρ
∫ ∞

0
r2'g(r)

sin(kr)

kr
dr ≈ 4πρ

∫ ∞

0
r2'g(r)

[
1 − k2

2!

r2

3
+

k4

4!

r4

5
+ · · ·

]
dr.

(21)

The k → 0 behaviour of the S(k) can then be maintained imposing zeroth-order (or even
higher) constraints of the type(

∂2m'S(k)

(∂k)2m

∣∣∣∣∣
k=0

)
= 0 ↔ 4πρ

∫ ∞

0
r2+2m'g(r) = 0 (22)

which correspond to even moments of the change in the matter distribution about r = 0.
These constraints can be in practice implemented as follows. The initial model g(r) is

decomposed into one (or more) short-range peaks plus a long-range tail. To fix the idea two
peaks will be considered in such a way that:

4πr2ρg(r) = N1 p1(r|R1, σ
2
1 , β1) + N2 p2(r|R2, σ

2
2 , β2) + 4πr2ρgt (r). (23)

Owing to the linearity of the pair term the EXAFS signal will be calculated summing the
three contributions separately. The tail contribution is calculated by direct integration of
equation (15) and is kept fixed. The contributions from peaks 1 and 2 are instead calculated
using suitable equations for isolated peaks such as equation (17) which are functions of the
corresponding peak parameters. The refinement of the peak parameters is then performed with
the following constraints, resulting from equation (22) for m = 0 and m = 1:{

N1 + N2 = Ntot

N1(R
2
1 + σ 2

1 ) + N2(R
2
2 + σ 2

2 ) = Mtot
2

(24)

where Ntot and Mtot
2 are the total coordination number and total second moment of the matter

distribution about r = 0 associated with the two short-range peaks.
The success of the method, which has been widely used in recent years, stems from its

simplicity. The method should be regarded as the correct way to generalize the peak fitting
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approach to the EXAFS data analysis for liquids and disordered matter. The long-range nature
of the atomic distribution in a liquid modifies the data analysis introducing a fixed contribution
(from the long-range tail) and constraints involving peak parameters and coordination numbers.
These constraints still allow for a redistribution of the coordination environment around the
photoabsorber but prevent the fit from assuming unphysical values. In such a two-peak plus
tail model with two constraints the number of free parameters is six.

4.4. An example of data analysis

A very instructive example of data analysis, which illustrates the importance of the various
contributions to the EXAFS signal in the case of liquids, is the one of elemental Ge [71].
In this subsection the key features of the analysis are reviewed emphasizing the comparison
among different methods. The previous analysis [71] is applied to new (Ge K-edge) data for
liquid Ge at T = 1220(5) K collected at the ESRF BM29 beamline [61]. Details regarding
sample preparation and characterization are similar to those previously described [71,73,74].
The data analysis when applied to c-Ge room temperature data yields as first-shell parameters
R = 2.4498(8) Å and σ 2 = 0.0035(1) Å2 in perfect agreement with the known structure and
vibrational properties of the crystal. The analysis of this reference structure is important to
determine the optimal values of the empirical theory parameters such as muffin-tin radii, S2

0 ,
and E0 [71].

The raw x-ray absorption spectrum of liquid Ge at the Ge K-edge, magnified in the region
between 11.15 and 11.7 keV, is reported in figure 6. A linear background was subtracted from
the data, for graphical purposes, and the corresponding difference signal 'α is reported in
units of the main K-edge absorption discontinuity. The experimental spectrum is duplicated
for a better comparison with two different atomic background model functions. In the upper
diagram of figure 6 the solid line corresponds to a typical polynomial spline (composed of
two third-degree polynomials) used for the EXAFS extraction. The experimental signal is
clearly anomalous with respect to the ideal oscillating behaviour of structural origin, and, in
particular, it shows a characteristic kink on the maximum of the second EXAFS oscillation, at
E ≈ 11 243 eV, which results also in an apparent amplitude reduction. This feature is assigned
to the opening of double-electron excitation channels involving the simultaneous excitations of
the 1s and 3p electrons ([1s3p]) in Ge. The lower diagram of figure 6 reports a more complicated
model background function which accounts for all double-electron excitation features labelled
as [1s3d], [1s3p] and [1s3s]. The latter was neglected in the previous investigation [71]. The
background function of figure 6 (lower diagram) is an empirical model refined together with
the structural contribution to fit the experimental signal. The steps are, in this case modelled as
arctangent functions depending on amplitude, position of the inflection point and width. The
widths of the [1s3p] and [1s3s] arctangents were constrained to be the same, for a total of eight
additional background fitting parameters. These parameters are largely uncorrelated with the
structural ones since they generate completely different signals. It should be remarked that the
intensity of the double-electron excitation features is very small 'α ≈ 5×10−3 for the [1s3p]
edge. However, owing to the minuscule (comparable) intensity of the EXAFS signal (a rather
general case for liquids) an account of these features is mandatory.

The improvement in the extraction of the EXAFS oscillations and in the fitting, due
to the empirical double-electron excitation background, is illustrated in figure 7. In the
left-hand panel of figure 7 the experimental (dots) and model kχ(k) signals (solid curves)
obtained using different data analysis methods ((a), (b) and (c)) are compared. In the right-
hand panel of figure 7 the corresponding structural results are compared directly on the g(r)

scale with previous neutron diffraction [124] results and ab initio computer simulations [125].
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Figure 6. Magnified experimental Ge K-edge spectrum of liquid Ge (dots) and comparison with
different atomic background model functions (solid lines). The upper curve is a typical polynomial
spline composed of two third-degree polynomials; the lower curve is a complex background model
accounting for the successive opening of three double-electron excitation channels labelled as
[1s3d], [1s3p], and [1s3s]. The steps are, in this case, modelled as arctangent functions. The
[1s3d] feature is visible in the experimental spectrum as a major absorption increase. The step
associated with the [1s3p] channels appears as a kink on top of the second EXAFS oscillation.
The weaker [1s3s] step is visible only in these high-quality data after subtraction of the structural
signal. For graphical purposes the spectra are reported as differences with respect to an average
linear absorption decay 'α in units of the main K-edge absorption discontinuity.

In the case of model (a) a simple polynomial spline was used for the background. As a
result, the experimental EXAFS signal (a) is irregular and cannot be fitted by any physical
oscillation. In this case the fitting is largely unstable and remarkably different results can be
obtained according to the fitting range and weights. Instead, in cases (b) and (c), the improved
background model (corresponding to the lower diagram of figure 6) results in a much more
regular oscillation that can be easily modelled by the theory.

In cases (a) and (b) the structural model was composed of an isolated asymmetric peak
according to equation (17), whereas in case (c) the fitting was performed according to the
procedure described in section 4.3. The most surprising result of this comparison is that
an almost perfect fit of the experimental signal is achieved in both cases (b) and (c), using
completely different structural models. In case (b) the signal is fitted by an isolated shell
of neighbours with coordination number N = 1.79, average distance R = 2.60 Å, variance
σ 2 = 0.024 Å2 and a slight asymmetry β = 0.37. The coordination number is largely
underestimated and the peak accounts only for part of the rising edge of the g(r). The
inadequacy of this structural analysis based on a peak fitting over a g(r) = 0 background
is clearly illustrated by this example. In addition, here we understand the danger of such an
approach for a liquid/disordered system, since the wrong model is perfectly able to account
for the experimental signal.

In case (c) the signal from a realistic g(r) is obtained by adding three contributions
(corresponding to two short-range peaks and a tail gt (r) function). The initial model was
taken to be close to the computer simulated g(r) [125]. Of the initial decomposition only
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Figure 7. Comparison of different data analysis procedures applied to the liquid Ge K-edge
spectrum. In the left-hand side panel the experimental (dots) and model kχ(k) signals (solid
lines) obtained using procedures (a), (b) and (c) are reported. On the right-hand side panel, the
corresponding structural results (thick solid lines) are compared directly, on the g(r) scale, with
previous neutron diffraction (•) results [124] and ab initio computer simulations (×) [125]. The
number density is taken as ρ 0.0456 atoms Å−3. Data analysis procedures differ as follows. (a)
Atomic background modelled as a simple polynomial spline (upper diagram in figure 6), single-shell
peak fitting. (b) Atomic background accounts for double-electron excitations (lower diagram in
figure 6), single-shell peak fitting. (c) Atomic background accounts for double-electron excitations
as in (b), constrained g(r) refinement; the three g(r) components (two peaks and tail) are reported as
thin solid lines. In both cases (b) and (c) an excellent fitting of the experimental signal is achieved,
but only in case (c) is the atomic distribution realistic. Analysis (b) is wrong because it is based on
a peak fitting with respect to an unphysical g(r) = 0 background.

the tail part gt (r) and the constraints of equation (24) were retained. The model g(r),
refined in its short-range part, resulted in a function slightly closer to the neutron diffraction
determination [124]. The three individual components in r space, corresponding to the
decomposition of equation (23) are reported as thin solid lines on the right-hand panel of
figure 7 (panel (c)). The corresponding EXAFS signals are not reported for simplicity; they
are not too dissimilar from those of figure 16 in reference [71].

With this method a reliable analysis of the EXAFS spectrum of liquid Ge is performed
yielding a g(r) function perfectly compatible with present structural knowledge. Up to about
2.8 Å the present EXAFS result of figure 7(c) is actually a very precise determination of the
short-range g(r) shape of liquid Ge. For r > 3 Å the g(r) curve is mostly defined by the initial
model and cannot be determined by the EXAFS signal.

The comparison of the different data analysis methods should have convinced the reader
that the results of several previous EXAFS investigations of liquid/disordered systems based
on the fitting of isolated peaks should be taken with caution. In most cases coordination
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numbers might have been largely underestimated. Another important aspect in the evaluation
of previous research is the type of atomic background adopted to isolate the EXAFS data.
In many previous investigations the background subtraction was performed using a simple
polynomial spline. A better apparent agreement (between experimental and theoretical data)
than the one of our example of figure 7(a) is often achieved by applying a Fourier filtration
procedure. It is clear that in those cases the errors of the structural results include also the
effects of the wrong background shape that propagate through Fourier filtering, thus adding
further uncertainty.

4.5. Other methods

Several model independent approaches have been proposed for EXAFS data analysis in the
case of liquid and disordered systems. As pointed out by Babanov and co-workers [126, 127]
the inversion of equation (15) is an ill posed problem with a well behaved solution only in
the framework of a regularization scheme. This method has been applied to EXAFS and to a
combination of techniques, including anomalous x-ray diffraction, and in principle should be
able to provide realistic radial distributions functions if used for the EXAFS analysis of liquid
systems.

The inclusion of physical constraints on the g(r) imposed by the existence of a realistic
three-dimensional distribution of atoms finds its natural implementation in the reverse Monte
Carlo (RMC) technique originally developed by McGreevy and Pusztai [128] for the analysis
of diffraction data. RMC has also been proposed for the analysis of EXAFS data [129] and
exploited also by other authors [130]. In the opinion of the author RMC represents a very
valuable approach that is worth investigating further.

4.6. EXAFS and pair potentials

The possibility of gaining insight into the interatomic potentials from the analysis of the
EXAFS, owing to its short-range sensitivity, was first addressed in a clear way by Hayes and
Boyce [29]. The relationship between (pair) potential and structure is a basic (solved) problem
in the framework of statistical physics, as described in textbooks. Quite accurate comparisons
between neutron diffraction measurements and calculations can be at present performed for
simple fluids [131]. At present (unfortunately) similar insight cannot be obtained from EXAFS.
However, it should be kept in mind that the correct reproduction of the observed EXAFS signal
puts severe constraints on the short-range part of the potentials used in computer simulations
of the corresponding liquid structures.

The comparison of the experimental and simulated EXAFS signal resulting from the
atomic distributions simulated through molecular dynamics (MD) or Monte Carlo computer
simulations is becoming a very popular practice. Classical ensemble distributions for
both liquids and solids at relatively high temperatures can easily be simulated using the
previous techniques, while low-temperature vibrational properties of a solid or a molecule
can be calculated using the path-integral effective-potential method as recently illustrated by
Yokoyama [132]. The simulated distributions gαβ(r) can be used to calculate the corresponding
EXAFS signal on the basis of equation (15), which is perfectly adequate.

A wrong connection between inter-atomic potentials and pair distribution functions has
been pursued in several EXAFS papers (not cited here) that we feel important to emphasize.
Several authors after deriving experimentally the first-neighbour distribution p(r) calculate
what has often been called the ‘EXAFS (effective) pair potential’ as u2(r) ≈ −kB T ln(p(r)).
It is clear that, even in the assumption of the existence of a pairwise additive potential depending
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on the atomic distance V2(|ri − rj |) = V2(r), for a general three-dimensional system, the
probability density of finding two neighbours at distance r is, in general, not proportional to
p(r) ≈ exp (−V2(r)/(kB T )). The proportionality sign is strictly valid only for a two-atom
system in one dimension and in the classical high-temperature limit. By no means does the
proportionality sign hold for crystals even in the harmonic approximation. As a consequence,
in general V2(r) and u2(r) are different functions, and the introduction of the latter, which is
physically meaningless, can be largely misleading.

4.7. Higher-order distributions

One of the most appealing feature of EXAFS is its potential sensitivity to higher-order (and
in particular three-body) distribution functions through the presence of multiple-scattering
signals. This presence is well established for crystals and molecules [107] where characteristic
signals associated with n � 3-body configurations have been clearly identified and analysed,
extracting information on the geometry and correlated vibration of the n-atom cluster. In
liquids three-body contributions have often been identified, but additional improvements to
the data analysis schemes are required to perform a quantitative analysis.

In a monoatomic close packed liquid the smallest possible three-body configuration is an
equilateral triangle between first neighbours. Triplet distributions of simple liquids present
a peak for this configuration and this peak, similarly to the first-neighbour peak of g(r), is
expected to generate a signal. The triangle perimeter is 3R1 giving rise to a leading phase term
which locates it at 1.5 times the frequency of the first shell pair signal. In order to identify
this signal it is necessary to account correctly for all of the pair signal at that frequency which
overlaps and interferes with the possible three-body signal. It is therefore clear that a pre-
requisite for highlighting three-body contributions is the ability to make an accurate analysis
of the pair contributions. In the light of what has been described in this section it could be
thought that this is quite a hard task. This is, however, not necessarily the case, since these
triplet contributions can often be associated with a precise frequency which does not have any
counterpart in the pair-signal and therefore they may appear even in the Fourier transform of
the experimental data.

The most promising cases are those in which a clear atomic configuration exists in the
liquid as in the case of O–metal–O atom contributions in the first hydration shell of strong
electrolytes [101,133]. Recently, strong multiple-scattering contributions have been observed
and analysed in Rb+ and Sr2+ acetonitrile solutions [134].

Other systems where the pair-analysis was insufficient to describe the signal and triplet-
contributions were likely to be present include polyvalent metals like Ga especially in the
undercooled range [135].

It is clear that this feature of the EXAFS spectroscopy represents one of the areas for major
future development. Improvement of data collection and data analysis procedures will open
new fields of investigation and allow for novel comparisons with theoretical predictions of the
structure of liquids.

5. Applications and main results

In this section the main scientific applications of EXAFS spectroscopy to the liquid state of
matter will be reviewed. Most of this work exploits the previously described experimental
techniques and data analysis methods. Applications to glasses and amorphous materials are
not covered by the present review, and the reader can refer to the extended literature in the
field [36, 136, 137].
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5.1. Noble-gas fluids

Noble gas fluids are attractive for the possibility of performing very detailed comparisons with
the predictions of accurate potential models [131]. The spectra of high-density fluid Kr were
measured using the DAC technique at a dispersive EXAFS facility [56] at room temperature
in the pressure range 0.1–0.75 GPa (and also in the solid phase at higher pressures) [138]. The
spectra were compared with the EXAFS calculated from g(r) functions obtained by means
of Monte Carlo simulations in the (N,P, T ) ensemble [138]. A very weak structural signal
was revealed in agreement with calculations within the experimental error. From these types
of experiment, however, it appears evident that, due to the large bond distances involved and
large disorder, it is not really possible to improve our knowledge of the Kr–Kr interaction from
the EXAFS analysis of liquid phase data. The situation is quite different for the case of solid
Kr at higher pressures.

5.2. Elemental liquid metals—undercooling

Following the pioneering investigation on liquid Zn [26] low melting point metals have been
widely investigated with the double aim of understanding how the EXAFS sees the liquid
environment around the photoabsorber atoms and of improving and assessing data analysis
techniques.

A comparison between solid and liquid Sn at the K-edge [139] was interpreted in terms
of a substantial survival upon melting of the local coordination environment existing in the
solid. In a subsequent investigation of solid and liquid Pb [140] a complex background removal
procedure was adopted to increase the available k range for analysis. The presence of strong
double excitations of 5p electrons around k = 6 Å−1 were, however, not identified and the
analysis was performed using a single-peak analysis in the cumulant expansion approach
resulting in a large apparent decrease of the coordination number in the liquid. The authors
explain these results invoking the role of diffusion and a substantial EXAFS blindness to
diffusing atoms. While this paper was certainly addressing interesting issues, some statements
may appear misleading and the complicated analysis approach may give the false impression
that EXAFS cannot provide any valuable information on liquids. The apparent decrease of
coordination number is just a consequence of the inadequate data analysis. EXAFS is sensitive
to g(r) in the way described extensively in this review and it cannot distinguish between atoms
residing in the first shell of neighbours or those which are instantaneously at the same distance
but will diffuse away at later times.

In a more recent study, liquid Sn has been re-investigated [141] through a simultaneous
analysis of the three spectra collected at the L edges. Structural results in the framework
of the constrained peak fitting approach [123] were able to improve the x-ray diffraction
determination of the liquid Sn g(r) and provide evidence for three-body contributions from
tetrahedral coordination.

Higher melting point simple metallic liquids have been studied more recently using the
droplet technique. An experimental comparison between the x-ray absorption spectra of solid
and liquid Ag was reported [73]. The structure of liquid Rh has been determined for the
first time in an EXAFS experiment [67]. Liquid Pd in an Al2O3 matrix has also been the
subject of a complete structural investigation [142] aimed at highlighting subtle structural
differences between the equilibrium and undercooled liquids. This research [75, 142, 143]
is a beautiful example of how modern experimental setups [61] can be used to combine
temperature scans (to provide evidence for undercooling and to measure the nucleation rate
of crystallization [75]), ESXD (to confirm the absence of crystallization in the undercooled
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liquid phase and to characterize sample purity [143]), and XAFS [142] to gain a deep physical
insight in the system being investigated and to solve difficult experimental problems.

5.3. Metallic alloys and undercooling

A German group has pioneered very interesting research on undercooled Co–Pd metallic alloys.
This system is magnetic and the difference between the liquidus and the Curie temperature
reaches a minimum around the Co80Pd20 alloy composition, as a consequence of which a
deeply undercooled melt may manifest ferromagnetic properties. Deep undercooling can only
be achieved by using containerless levitation techniques such as electromagnetic levitation [77]
which has been developed and exploited to perform EXAFS measurements on this very
interesting alloy [78, 144]. Co K-edge fluorescence measurements on the Co80Pd20 molten
alloy have been collected to 300 K below Tm and interpreted quantitatively in terms of Co–Co
and Co–Pd nearest neighbours [144].

For glass forming metallic alloys it is possible to quench the system into a metallic glass and
access the undercooled liquid region from the low-temperature side prior to crystallization. An
EXAFS investigation on the temperature transformation of the Zr65Al7.5Cu27.5 metallic glass
at both the Zr and Cu K-edges has been reported [145] and insight has been obtained on the
changes of the short-range order prior to crystallization.

5.4. Group IV liquids and III–V compounds

At ambient conditions group IV elements such as Si and Ge and III–V compounds are
semiconductors with diamond (zinc-blende) structure. Upon melting they transform into
metallic liquids with a coordination of about 6–7 intermediate between four and that of close
packed metals. In these melts covalent and metallic bonding coexists as indicated by modern
ab initio MD simulations [125]. Following pioneering studies on liquid Ge [70] a complete
investigation of the structure of (solid and) liquid Ge in the temperature range 950–1600 K
(including the undercooled liquid state) was made using Ge/BN powder mixtures [71]. As
fully illustrated in section 4.4, by using the data analysis method previously described [123]
it was possible to obtain short-range g(r) functions [71] in excellent agreement with previous
neutron diffraction data [124] and computer simulations [125]. Owing to the wide temperature
range of the experiment [71] it was possible to reveal noticeable changes in the signal intensity,
associated with the sharpening of the first-neighbour peak by lowering the temperature. The
occurrence of undercooling of the Ge samples up to 250–300 K below Tm has been further
demonstrated using x-ray absorption temperature scans [73,74]. An even deeper undercooling
has recently been achieved by fast quenching and acquisition through a dispersive EXAFS
setup [146].

GaSb and InSb are among the few III–V compounds that can be studied in vacuum and
they were investigated using powder mixtures of the compounds with LiF (chemical reactions
occur in other matrices such as BN or graphite) by a Chinese group [147]. Due to structural
complexity the spectra were analysed by the RMC method, and detailed information could be
retrieved. Atoms are found to be essentially heterocoordinated with an average coordination
number between five and six. The first shell of gGaSb(r) is peaked around 2.7 Å and has a
shoulder at 3.2 Å. In a successive paper [130], atomic configurations from RMC were used to
calculate the near-edge structure spectra. These calculations, found to be in agreement with
experimental data, allow for the assignment of the edge spectral features and provide further
insight into the electronic density of states of the RMC model that fits the EXAFS data. A
similar investigation has been performed on the near-edge structure spectra of liquid Ge [148].
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5.5. Chalcogens and their alloys

Most of our present understanding of the physics of Se, Te and their alloys is due to the valuable
efforts of Japanese groups that have been investigating these systems for many years. Pure
Se and Te are twofold coordinated semiconductors and the tendency to form chains (helical
chains in the solids) persists in the melts. The first EXAFS study of liquid Se, Te and their
alloys was performed at ambient pressure [149]. The EXAFS spectra were analysed in terms
of Gaussian shells. A single shell was found to be sufficient for Se, whereas a two-shell model
accounting for short and long Te–Te bonds was introduced for Te [149].

Liquid Te has been the subject of successive investigations [72] in the form of 0.01 µm
particles isolated in an alkali halide matrix, able to be undercooled by about 200 K below Tm.
Still the double Gaussian shell data analysis model was adopted for the data interpretation.
The physical difference between short and long bonds and the apparent increase of the former
component upon undercooling has been interpreted as a key element driving the metal–
semiconductor transition in the undercooled liquid range. The experimental data were more
recently re-analysed [150] using the cumulant expansion method re-obtaining strong evidence
for the short- and long-bond populations. In an independent experiment on solid and liquid
Te [151] we have shown the possibility of performing an alternative data analysis [123] able
to retrieve a realistic g(r) function for liquid Te. The short-range part of such an improved
distribution function is in fair agreement with previous EXAFS determinations [72, 149]; the
region above the first-neighbour peak is certainly better described in [151] due to the presence
of a realistic tail. The existence of two-bond populations in this system is quite reasonable,
but strictly speaking (similarly to the Ge case illustrated in section 4.4), it is not possible to
attribute a physical meaning to a multi-shell data analysis model if the resulting peaks are
overlapping.

Very interesting investigations have also been performed on fluid Se close to the critical
point through the semiconductor–metal–insulator sequence of transitions using the high-
pressure autoclave method [51]. In a first experiment on high-density Se vapour [152] Se2

dimers were clearly identified. Measurements performed at P = 60 MPa as a function of
temperature along a supra-critical isobar through the semiconductor to metal transition [153]
have shown that the twofold coordinated structure of the normal liquid is largely preserved, but
a bond shortening by about 0.1 Å is observed in the transition region. Data analysis was here
performed with the cumulant expansion approach and this is probably the reason for a strange
result (with a negative asymmetry) reported for the Se–Se distribution function at 1400 ◦C
(figure 10 of [153]). Recent tight-binding molecular dynamics simulations [154] were found
to generate EXAFS signals in agreement with the experimental data but with realistic g(r).

Se and Te have also been studied up to 8 GPa by another Japanese group using a cubic-type
multi-anvil apparatus (MAX90) [155–157]. At high pressure the inter-chain distance in Se
shortens and the liquid is found to resemble liquid Te at ambient pressures.

Te alloys such as Se–Te [158], In–Te [159] and very recently As–Te [160] have been
studied extensively to reveal structural transformations as a function of temperature and
composition. In particular the As–Te system has been studied combining electrical and EXAFS
measurements to elucidate the nature of a semiconductor to metal transition.

5.6. Molten salts

The development of the isotopic substitution technique for neutron diffraction (ND) has
historically offered a unique structural probe able to separate the partial gαβ(r) for a molten salt
thus providing a deep insight into the physics of these systems [115]. EXAFS spectroscopy



EXAFS for liquids R53

on the other hand can provide valuable complementary information that can be very useful,
especially in those cases where the contrast between different isotopically substituted samples
is not sufficient for the accurate separation of the partials.

Early EXAFS applications to molten superionic compounds such as CuCl [161] have
indicated the presence of a narrow Cu–Cl first-neighbour distribution with respect to the alkali
halide case.

Molten ZnCl2, RbCl and Rb2ZnCl4 were investigated by EXAFS with the aim of
understanding whether the local structure of the latter is retained upon melting or whether it is
better described by a mixture of the molten structures of the former binary compounds [162].
The analysis was performed using a peak fitting approach with some difficulties at the Rb
K-edge for the double-electron excitation contribution. However the existence of ZnCl4 units
was established and differences between the spectra of the two Zn compounds suggested the
absence of a tetrahedral network in molten Rb2ZnCl4. Another group has performed various
experiments on alkali halides [163] and on KBr in particular [120], where the EXAFS signals
were compared with molecular dynamics simulations based on classical potentials for various
temperatures.

In a more recent investigation on CuBr [164, 165] the EXAFS spectra collected at both
the Cu and Br K-edges were analysed simultaneously providing evidence for a Cu–Br first-
neighbour peak much narrower than previously reported on the basis of a maximum entropy
analysis of ND data. The EXAFS result is still compatible with the ND data, but, due to
the greater short-range sensitivity these structural features are better observed in EXAFS than
in the partial structure factors obtained from a maximum entropy analysis of the ND data.
Subsequent investigations on this melt have confirmed the correctness of the EXAFS result.
This case is a good example which illustrates the power of EXAFS, provided a proper data
analysis is performed, and its complementarity with respect to ND. A similar investigation
on the AgBr compound was recently published [166] where a careful simultaneous analysis
at both the Ag and Br K-edges was performed leading to a considerable improvement with
respect to previous EXAFS investigations both for the solid and molten phases.

5.7. Solutions and supercritical water

The study of aqueous solutions has been a classical field of investigation for x-ray and
neutron diffraction techniques. Due to the simplicity of the experimental setup EXAFS has
been also widely applied to investigate the local environment around solute species and a
complete review of these applications in addition to the references already cited would go
beyond the scope of this paper. Of particular methodological relevance are the investigations
carried out by D’Angelo and co-workers mostly employing comparisons with molecular
dynamics simulations, structural refinements and accounts of double-electron excitations
[88, 89, 116, 133, 134].

The solvation of ions and molecules in supercritical water has attracted considerable
interest from both the fundamental chemical and physical points of view and also from the
geochemical relevance of reproducing hydrothermal conditions in the laboratory. A systematic
investigation of the hydration structure around several ions has been performed by a North
American group on Sr2+ [46], Rb+ [167], Br− [168] and Ni2+ [169]. The data analysis
methods adopted by this group have progressively improved from Gaussian single-shell fits to
cumulant expansion approaches to comparisons between experiment and molecular dynamics
simulations. The coordination numbers reported for the Br–O coordination [168] decrease
considerably towards supercritical conditions. In a very recent investigation on Br− [170]
experimental data in agreement with the previous investigation have been obtained, but in
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contrast with the previous work [168] the analysis, performed through a comparison with MD
simulations, reveals the persistence of a strong hydration at supercritical conditions [170]. It
is clear that also in these cases the first hydration shell is not isolated and account has to be
taken for the continuous distribution of neighbours, as extensively discussed in this review.

Other investigations on Ag+ ions [45] and SrCl2 [171] in hydrothermal conditions have
been also reported.

5.8. Hydrophobic hydration

Apolar solutes such as noble gases present an anomalous solubility behaviour in water with a
solubility minimum around 80–100 ◦C. Thermodynamical considerations indicate the presence
of large negative entropic contributions to the free energy associated with the hydrophobic
solvation of the noble gas atom, especially at low temperature. In other words it is believed
that the introduction of the gas atoms increases the order in the water network. Due to the
small solubilities these ideas have for a long time eluded any experimental verification. XAS
is clearly the ideal probe for such a dilute solubility case and excellent contrast can be achieved
at the Kr and Xe K-edges. The first attempt to measure Kr in H2O was made on supercritical
water [46] without observing any structural signal (experiment possibly to be repeated). More
recent experiments were performed by pressurizing Kr on water at room temperature (up to
about 10 MPa) and a clear signal from the Kr–O partial g(r) was detected allowing the short-
range shape of this function to be determined for the first time from experiment [43]. In
a successive temperature-dependent experiment made up to about 80 ◦C at both the Kr and
Xe K-edges [172] a dramatic temperature dependence of the EXAFS has been observed that
implies a strong disordering of the hydration shell in this temperature range, thus providing the
first microscopic structural basis for the understanding of the solubility data. In a subsequent
investigation with the combined action of pressure and temperature it has been possible to
form a clathrate ice structure [173] and compare the Kr environment in the solid phase with
that in the liquid.

5.9. Molecular fluids

In spite of the early historical application of EXAFS to molecular liquids [10] this promising
research field is still largely unexploited. In most cases the dominance of intra-molecular
correlations with respect to inter-molecular contacts limits the EXAFS sensitivity to the
molecular structure and makes the spectra of molecular liquids very similar to those of the
corresponding vapours. Still, however, the exceptional sensitivity of EXAFS to molecular
structures, down to the 0.001 Å range for first neighbours [109], allows one to detect even very
small changes in the molecular structures among different phases. EXAFS actually possess the
unique characteristic of being applicable indifferently to gaseous, liquid and solid specimens,
and in all of these cases with the same structural sensitivity. By comparison gas-phase electron
diffraction and x-ray/neutron diffraction methods for liquids and solids are sensitive in a quite
different manner to molecular bond-lengths.

Homonuclear diatomic molecules have been widely studied by EXAFS and clear bond
length differences have been detected in the case of Br2 [48] and more recently I2 [174],
both among different phases and in the liquid phase as a function of the density. Iodine is
actually a very interesting molecular fluid due to a strong tendency for charge-transfer which
makes the I–I bond length distribution a sensitive probe of inter-molecular interactions. This
sensitivity has been exploited in an investigation of fluid I2 along the liquid–vapour coexistence
curve [52] and successively in a high-P and high-T study towards the fluid metallization
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transition region [175]. The relevance of the density parameter in explaining the measured
bond length data has been emphasized [176].

6. Perspective and open problems

The overall scenario of the research on the liquid state of matter by using EXAFS spectroscopy
reviewed in this article suggests the existence of a very fertile and expanding research field.
However, a fair review should not hide a certain number of open problems that will have to be
tackled in the next few years.

(a) There is great confusion in the EXAFS community regarding the meaning of a radial
distribution function (often confused with the magnitude of the Fourier transform) and
how data on a disordered system (such as a liquid or a glass) can be analysed in terms
of a g(r). The object of this review was, in part, to clarify this point. There is no
scope for analysing liquid phase spectra by extracting parameters of isolated shells since
no meaningful comparison can be made with a g(r). Also peak modelling on top of a
g(r) = 0 baseline is not adequate, because it tends to underestimate coordination numbers.
We have shown how the simplicity of the peak fitting approach can be recovered provided
that the peaks are modelled on top of a g(r) = gtail(r) �= 0 baseline which, together with
a set of constraints on the parameters, guarantees the correct long-range behaviour of an
atomic distribution. This approach has been successfully adopted in numerous papers but
is still ignored by a large part of the community that continues to provide structural results
for liquids in terms of the parameters (or cumulants) of isolated peaks which often result
in unphysical distributions. Of course this is just a first step and there is a wide open
research field for the development of more sophisticated data analysis procedures able to
exploit the short-range structural sensitivity of EXAFS to provide realistic model atomic
distributions (also by combining several experimental inputs) and direct information on
the inter-atomic potentials.

(b) The major limitation of the present theory is its inability to predict the accurate shape of the
atomic background underlying the structural signal. This problem has been systematically
hidden or neglected in a large part of the published research. The errors resulting from
this practice will have to be checked for an assessment of the validity of many published
results. The empirical methods proposed for the background subtraction are, on the
other hand, very effective, but a more rigorous basis for these procedures and additional
investigations are desirable. As a minimal requirement however, the authors should
publish clear diagrams showing the atomic background adopted to isolate the χ(k) signal,
otherwise detailed comparisons will hardly be possible at later times.

In some way we have to admit that most of the present difficulties in the full understanding
and exploitation of EXAFS come from the complexity of the phenomenon, which, even if
dominated by interference effects resulting from photelectron scattering, is altered by other
effects whose interpretation and account can only be made at present on an empirical basis. It
is quite singular, but in a sense true, to state that in the year 2000 some of our troubles are not
so different from those which puzzled our predecessors around the year 1930. On the other
hand, enormous advances in the spectroscopy have occurred as summarized by the following
three main achievements.

(1) On the experimental side, reliable techniques have been developed for the most diverse
applications which extend the possible range of measurable specimens to basically all
liquid substances including reactive species and covering a wide range of pressures and
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temperatures. These achievements have benefited from the availability of third generation
synchrotron radiation sources where advanced experimental stations integrating several
experimental techniques, required for in situ sample characterization, have been built. It is
expected that, in the near future, all these techniques will be further improved and widely
exploited providing a large number of new reliable experimental data on liquid systems
which can hardly be investigated by other means.

(2) From the theoretical side, the availability of a reliable theoretical framework for the
data interpretation allows for the use of this spectroscopy to derive valuable short-range
structural information. The success of the theory to reproduce the spectra of simple
molecular or crystalline systems is a proof of the validity of the theory and of the underlying
approximations. The same theory can therefore be used to derive information on atomic
distributions in liquids (and glasses). In the scenario of the various data analysis procedures
proposed for application to the liquid phase, some of them are emerging as able to provide
reliable information directly comparable with theoretically predicted (or simulated) radial
distributions.

(3) Out of the numerous applications of EXAFS to liquids several of them have already
provided novel information and/or improved previous structural knowledge from
diffraction experiments. Some experiments gave the first experimental information on
systems that, because of the low concentration or other experimental difficulties, could
not be investigated by other means. Complementarity between EXAFS and x-ray or
neutron diffraction techniques has been clearly demonstrated in several cases including
multi-component systems.

As a conclusion to this review, it is not unfair to state that our present physical knowledge
and understanding of the liquid state of matter can greatly benefit from the maturity, eventually
reached after nearly a century, of this fascinating spectroscopic technique.
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